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Finding patterns in data
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Figure 1: Proximity renders the fifty points of the first scatter plot as two distinct (and equal-

sized) groups. Shapes and colors create three groups of points in the middle scatter plot by

invoking the Gestalt principle of Similarity. Good Continuation renders the points in the scatter

plot on the right hand side into two groups of points on curves: one a straight line with an upward

slope, the other a curve that initially decreases and at the end of the range shows an uptick.

• Common region: elements contained within a common region likely belong together.

A complete list of the rules of perceptual grouping can be found in Goldstein (2009).

The plots in Figure 1 demonstrate several of the gestalt principles which combine to

order our perceptual experience from the top down. These laws help to order our perception

of charts as well: points which are colored or shaped the same are perceived as belonging to

a group (similarity), points within a bounding interval or ellipse are perceived as belonging

to the same group (common region), and regression lines with confidence intervals are

perceived as single units (continuity and common region).

The processing of visual stimuli utilizes low-level feature detection, which occurs au-

tomatically in the preattentive perceptual phase, and higher-level mental heuristics which

are informed by experience. Both types of mental processes utilize physical location, color,

and shape to organize perceptual stimuli and direct attention to graphical features which

stand out.

Research on preattentive perception is important because features that are perceived

pre-attentively require less mental e↵ort to process from raw visual stimuli than non-

preattentive features. Top-down gestalt heuristics are subsequently applied to the cat-

egorized features in order to make sense of the visual scene once the attentive stage of

4

Cognitive principles for grouping

Proximity Similarity Continuity



Missing link
• Cleveland & McGill (1984): hierarchy of basic 

visual tasks: comparisons along common axis, 
lengths, area, … 

• Hierarchy of pre-attentive features (Healey & Enns, 
1999): color, shape, angle, … 

• Pre-attentiveness of features does not directly 
translate to understanding charts … need more 
direct validation



Our approach

• use lineup protocol to investigate charts `in their 
natural habitat’ 

• want to quantify how strongly aesthetics such as 
color and shape and additional features (lines, 
ellipses) influence pattern detection



The Lineup Protocol
• Buja et al (2009):  

data embedded among a set of ‘null’ 
plots 

• Visual test of null hypothesis: “data and 
nulls are generated by the same 
mechanism” 

• Human evaluator: “Which of these plots 
is the most different?” 

• Data plot identification is evidence 
against the null hypothesis 

• p-value based on #data identifications
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Which of these plots is the most different?



• Buja et al (2009):  
data embedded among a set of ‘null’ 
plots 

• Visual test of null hypothesis: “data and 
nulls are generated by the same 
mechanism” 

• Human evaluator: “Which of these plots 
is the most different?” 

• Data plot identification is evidence 
against the null hypothesis 

• p-value based on #data identifications

The Lineup Protocol
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Modified Lineup

• two targets embedded in the lineup 

• allows head-to-head evaluation of signal strength (satisfaction of search, 
Fleck et al 2010) 

• choice of model parameters is tricky

λ : 0 λ : 0.25 λ : 0.5 λ : 0.75 λ : 1
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Figure 4: Scatter plots of data generated from M0 using di↵erent values of �, generated using

the same random seed at each � value.

2.1.4 Parameters used in Data Generation

Models M
C

, M
T

, and M0 provide the foundation for this experiment; by manipulating

cluster standard deviation �
C

and regression standard deviation �
T

for varying numbers

of clusters K = 3, 5, we systematically control the statistical signal present in the target

plots and generate corresponding null plots that are mixtures of the two distributions. For

each parameter set {K,N, �
C

, �
T

}, as described in Table 1, we generate a lineup data set

consisting of one set drawn from M
C

, one set drawn from M
T

, and 18 sets drawn from M0.

Parameter Description Choices

K # Clusters 3, 5

N # Points 15 ·K

�
T

Scatter around trend line .25, .35, .45

�
C

Scatter around cluster centers
.25, .30, .35 (K = 3)

.20, .25, .30 (K = 5)

Table 1: Parameter settings for generation of lineup data sets.

The parameter values were chosen in an approach similar to that taken in Roy Chowd-

hury et al. (2014): for each combination of �
T

2 {0.2, 0.25, ..., 0.5}, �
C

2 {0.1, 0.15, ..., 0.4},
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Parameter settings

• Simulation: simulate 1000 data sets for sT=0.25 and sC = 0.2 

• compute R2 and cluster measure for data and max null 

• we have a good chance of ‘seeing’ the targets in a lineup

and K 2 {3, 5} we simulated 1000 lineup data sets. Then trend and cluster strength in-

dices, R2 and C2, were computed for the simulated target plots, and compared to the most

extreme value for each of the 18 null plots of the same lineup data.

The resulting distributions allow us to objectively assess the di�culty of detecting the

target data sets computationally (without relying on human perception) within the full

parameter space. That is, a target plot with R2 = 0.95 is very easy to identify when

surrounded by null plots with R2 = 0.5, while null plots with R2 = 0.9 make the target

plot more di�cult to identify.

Figure 5 shows densities of each measure computed from the maximum of 18 null plots

compared to the measure in the signal plot for one combination of parameters. There

is some overlap in the distribution of R2 for the null plots compared to the target plot

displaying data drawn from M
T

. As a result, the distribution of the cluster statistic values

are more easily separated from the null data sets than the distribution of the trend statistic,

e.g. �
C

= 0.20 is producing cluster target data sets that are a bit easier to identify

numerically than trend targets with a parameter value of �
T

= 0.25.

Statistic: R squared Statistic: Cluster Measure
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D
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si
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Data
Most Extreme of
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Figure 5: Density of test statistics measuring trend strength and cluster strength for target

distributions and null plots based on 1,000 draws of lineup data with �
T

= 0.25,�
C

= 0.20 and

K = 3.

Graphical summaries of simulation results for a range of values for �
C

and �
T

are pro-

vided in Supplement ??. Using information from the simulation, we identify values and

generate lineup data sets for each �
T

and �
C

(as shown in Table 1) corresponding to “easy”,
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Parameter space

(a) R2 values for target and null data distributions.
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Figure 1: Simulated interquartile ranges between target and most extreme statistic from one of
the 18 null plots.
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Designs: Cluster vs Trend

“medium” and “hard” numerical comparisons between corresponding target data sets and

null data sets. It is important to note that the numerical measures we have described in

equations (1) and (2) only provide information on the numerical discriminability of the

target data sets from the null data sets; the simulation cannot provide us with exact infor-

mation on the perceptual discriminability. It has been established that human perception

of scatter plots does not replicate statistical measures exactly (Bobko and Karren, 1979;

Mosteller et al., 1981; Lewandowsky and Spence, 1989b).

Each of the generated data sets is then plotted as a lineup using aesthetics which em-

phasize clusters and/or linear relationships, in order to experimentally determine how these

aesthetics change a participant’s preference and ability to identify each target plot. The

next section describes the aesthetic combinations and their anticipated e↵ect on participant

responses.

Trend Emphasis

Strength 0 1 2

0 None Trend Trend + Error

Cluster
1

Color

Shape
Color + Trend

Emphasis
2

Color + Shape

Color + Ellipse

Color + Ellipse +

Trend + Error

3 Color + Shape + Ellipse

Table 2: Plot aesthetics and statistical layers which impact perception of statistical plots, accord-

ing to gestalt theory.

2.2 Lineup Rendering

2.2.1 Plot Aesthetics

Gestalt perceptual theory suggests that perceptual features such as shape, color, trend lines,

and boundary regions modify the perception of ambiguous graphs, emphasizing clustering

in the data (in the case of shape, color, and bounding ellipses) or linear relationships (in the

14



AMT study
• Using AMT for recruiting participants (https://erichare.shinyapps.io/lineups/) 

• requirements: at least 100 HITS, 95% success rate 

• two successful pre-trial lineup evaluations  

• Ten evaluations:  
one of each design,  
one of each of the nine parameter settings 

• Result: 12010 lineup evaluations from 1201 participants

https://erichare.shinyapps.io/lineups/


Participant Responses

• Sample size:   22  

• Trend target:   15 

• Cluster target:  2 

• Other:               5



Participant Responses

• Sample size:   14  

• Trend target:     0 

• Cluster target: 11 

• Other:               3



Modelling results

• Modelling balance between targets: subset on 
lineup evaluations that identified one of the targets 
(9959 out of 12010 evaluations) 

• logistic regression of P(C | C u T) 

• with random intercept for individuals’ skills  
       random intercept for data set difficulty



Cluster vs Trend

• generally the expected result 

• mixed signals have mixed results 

• control parameters sT and sC work as expected

b

bc

bd

bd

bd

cd

cd

a

d

a
Trend + Error

Color + Ellipse + Trend + Error

Plain

Trend

Color

Shape

Color + Shape

Color + Ellipse

Color + Trend

Color + Shape + Ellipse

<−−Trend
  Target

1/2  1/1.75 1/1.5 1/1.25 1 1.25 1.5 1.75 2 Cluster−−>
Target  

Odds (on log scale) of selecting Cluster over Trend Target and 95% Wald Intervals
(Reference level: Plain plot)

Odds of selecting Cluster over Trend Target

Figure 11: Estimated odds of decision for cluster versus trend target based on evaluations that

resulted in the identification of one of these targets. Designs are significantly di↵erent if they do

not share a letter as given on the left hand side of the plot.

selection, while the color + ellipse + trend + error condition is more likely to result in trend

plot selection, because the combined e↵ect of the gestalt heuristics present in the trend and

prediction interval elements is stronger than the e↵ect of color and ellipse elements, which

only invoke Gestalt heuristics of similarity and common region.

In summary, the results from this experiment show that in order to gain a significant

di↵erence from a plain representation and visually emphasize groups or trends, we need to

make use of a statistical layer associated with a statistical interval/probability region in

the form of an error band or an ellipse.

The lineup experimental protocol allows us to collect participant justifications for their

target selection. These short explanations provide some additional insight into participant

reasoning, and further support the gestalt explanation for the experimental results.

3.4 Participant Reasoning

As part of each trial, participants were asked to provide a short justification of their plot

choice. Figure 12 gives an overview of summaries of participants’ reasoning in form of word

clouds. In the word clouds, stopwords are excluded from participants’ reasons, unless they

refer to quantities, such as ‘none’, ‘all’, ‘some’, ‘few’, etc. Reasons are also stemmed, so

24



… and a bit of a surprise …

• fairly strong support for 
cluster target
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… and a bit of a surprise …

• support for cluster 
target not as strong???

●
●

●

●

●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●●
●

●

●
●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●●

●
●

●

●

●

●
●

●

●
●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

● ●
●

●

●●

●●

●
●

●

●
●

●●

●

●
●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

● ●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●●

●

●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●
●

●
●

●●

●
●

●

●

●

●

●

●

●

●●

●

●
●

●
●

●

●

●
●

●●
●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●

●

●

●

●

● ●
●

●

●
●

●

●

●

●
●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●●
●

●
●

●
●
●

●

●
●

●

●

●●
●

●
●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●● ●

●

●●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●
●

●

●●

●

●●

●●●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●●

●

●

●

●
●

●

●
●

●
●

● ●●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●
●

●

●

●

●

●●

●

●●

●
●

●●
●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●
●●

● ●

●

●

●

●
●

●

●

●●
●

●

● ●
●
●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

 1  2  3  4  5

 6  7  8  9 10

11 12 13 14 15

16 17 18 19 20

●
● ●

●●

●
●

●

●

●
●

●●●

●

●
●

●
● ●
●

●

●

●

●

●

●

●

●

●

●
● ●

●● ●
●

●

●
●

●
●

●

●●
●

●

●● ●
●●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●
● ●

●

●

●●●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●
●●

●●
●

●
●

●

●

● ●●
●

●
●

● ●

●

●
●

●●
●
●

●

●

●

●

●

●

●
●

●
●

●

●
●

●●●●●
●

●

● ●

●

●
●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●●
●

●
●

●

●
●

●

●
●

●
●

●
●

● ●
●

●

●

●

● ●
●

●

●
●

●

●

●●
●

●●
●●

●

●

●

●

●●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●
●

●

●
●

●

●
●●

●
●●

● ●●● ●

●●

●
●

●

●
●●

●

●

●

●

●

● ●
●●

●

●

●

●

●

●

●

●

 1  2  3  4  5

 6  7  8  9 10

11 12 13 14 15

16 17 18 19 20

• instead: #6, #7 

• missing ellipses are a 
strong signal (single 
missing ellipse cuts 
probability by 44%)



participant reasoning
• word cloud based on reason for choice:

(a) Plain, neither target (b) Plain, cluster target (c) Plain, trend target

(d) Trend, neither target (e) Trend, cluster target (f) Trend, trend target

(g) Color, neither target (h) Color, cluster target (i) Color, trend target

(j) Color + Ellipse, neither (k) Color + Ellipse, cluster (l) Color + Ellipse, trend

Figure 12: Wordclouds of participants’ reasoning by outcome for a selected number of designs.

Mostly, the reasoning and the choice of the target are highly associated. For the Color + El-

lipse plot, participants were distracted from either target by an imbalance in the cluster/color

distribution, as can be seen from the reasoning in the bottom left wordcloud.
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(a) Plain, neither target (b) Plain, cluster target (c) Plain, trend target

(d) Trend, neither target (e) Trend, cluster target (f) Trend, trend target

(g) Color, neither target (h) Color, cluster target (i) Color, trend target

(j) Color + Ellipse, neither (k) Color + Ellipse, cluster (l) Color + Ellipse, trend

Figure 12: Wordclouds of participants’ reasoning by outcome for a selected number of designs.

Mostly, the reasoning and the choice of the target are highly associated. For the Color + El-

lipse plot, participants were distracted from either target by an imbalance in the cluster/color

distribution, as can be seen from the reasoning in the bottom left wordcloud.
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participant reasoning
• word cloud based on reason for choice:



Conclusions
• Aesthetics matter, while not all significant, the 

trends follow the expectation:  
color, shape and ellipses emphasize clustering  
trend-line and predictions emphasize trends 

• trend-line by itself might not be a particularly strong 
signal 

• Human observers are extremely good at finding 
missing groups, if they expected them.


